
DIRAC note 05-12July 2005DIRAC DAQurrent state, problems, solutionsV.OlhevskiiJoint Institute for Nulear ResearhA bit of historyThe main feature of DIRAC DAQ is that all data of subdetetors omingduring the aelerator burst are transferred to VME bu�er memory modulesor stored inside dediated eletroni modules without any software interven-tion. Relatively slow operations like read-out, hardware heks and so on areperformed during a pause between bursts and hene the maximal operationrate of DAQ eletronis is provided.The 1st version of DIRAC DAQ desribed in [1℄ ombined hardware read-ing and event building in one program running on VME proessor. At 2000,the �rst DAQ reahed saturation. The DAQ team proposed a solution [2℄and greatly reworked DAQ sowftware at 2001. The main idea behind thisrework was to move an event building to a separate layer, running on mainDAQ host. The shemati layout of this DAQ version is shown on �gure 1.As a result, DAQ2001 gained several advantages:1. Redued requirements for CPU and memory resoures for VME pro-essor2. Inreased salability (with separate event building one an use severalVME proessors and other data soures).3. Simpli�ed programming of hardware spei� readout
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� Capaity of hardware bu�ersThe overall apaity of VME bu�er memories is about 6 MB, but dueto non-uniform �lling the atual limit is about 3 MB.Fortunately, with T4 trak analyser we had about 1K of events (standardruns), and without T4 - about 2K of events (speial runs).With average size of event about 1KB, this gave us about 1MB/ylefor standard runs, and about 2MB/yle for speial runs. Therefore, neitherVME speed, nor bu�ers apaity limited us.
How the situation hanges with DIRAC extensionDue to higher intensity and another set of detetors we will have inrease inboth the number of events in one yle and in the event size.� Number of eventsAording to [3℄ the total eÆieny will be inreased by a fator of 4(4K events/spill for standard runs).� Event sizeThe modest estimation of event size gives inrease by a fator of 2(from 1 KB to 2 KB). Some reserve is desirable, therefore more safeestimation is 4 KB/event.It is also expeted that we will work with 2..3 yles per superyle andthat superyle will have a duration of about 17 seonds. Number 2..3 meansthat DAQ should be prepared for working with 3 yles/superyle.So we will have:� with modest estimation:8 MB/yle 24 MB/superyle 120 GB/day� with safe estimation:16 MB/yle 48 MB/superyle 240 GB/day



It is also planned that some detetors will migrate to new eletronisdeveloped by V.Karpukhin. This eletronis will use high-speed USB bus fordata transfer. The �rst detetor whih will use USB-readout is SiFi detetorand there are also plans for moving readout for VH and HH to USB.
Bottleneks in new setupLimitations in DAQ softwareThere are (or may be) some limitations in DAQ software (max. number ofevents, sizes of data bloks, et.), but these will be eliminated by DAQ teamduring the revision of DAQ soure ode so no disussion needed.Limitations whih require hardware hanges� Capaity of VME bu�ers and max. number of branesWe have a total of about 6 MB of VME bu�er memories (6x1 MB CESHSM memories and 5x128KB LeCroy memories). Also note that CESmemories an be asaded, LeCroy memories an not.Even with modest estimation in mind, the data from one burst for anydetetor will be more than 128 KB, so we an forget about LeCroy's.The �DC data blok likely will be larger than 1MB, the same is truefor IH also (SiFi not ounted beause it will use new Karpukhin's ele-tronis, not VME). That means that memories for these two branhesshould be asaded. The onsequene is that we may organize 4 VMEread-out branhes at most (now we have 9). That's an obvious bot-tlenek, and the best solution is to move not only SiFi, VH and HH,but also drift hambers (without hanges in front-end) and ionisationhodosope to a new USB read-out as soon as possible, otherwise wewill be limited with about 1.5K of events/yle.� Network links bandwidthEstimates say that existing network links will be apable for handlingtraÆ even for \safe ase" (16 MB/spill, 3 spills/superyle) but this is



lose to a limit so further inreasing of data sample will require hangesin network hardware.� VME proessor replaement The VME proessor whih we ur-rently use (power-p based CES RIO) has a limited resoures (64MBof RAM and 180 MHZ CPU). Both this kind of proessor and the op-erating system (we use LynxOS 2.5.1) are no more supported by CESand CERN ESS. We were advised to migrate to a pentium-based boardfrom CCT. To the moment we already evaluated this board and rentedit from CERN pool. Now we are porting DAQ software to it.� Hardware for monitoring and DAQ hostsBoth DAQ host and the host for online monitoring should be upgraded.For online monitoring, any modern standard desktop PC will be su�u-ient. For DAQ host, a ustom solution (speial motherboard and maybe extended disk spae for loal data pool) is required. For referene,now these are 400 MHZ PC's with 256 MB of RAM eah and are 6years old. To the moment of writing, standard desktop PC has 3GHZCPU and 512{1024 MB of RAM.� Loal data pool apaityIn urrent DIRAC setup, we have 70 GB spae on a dediated disk ofDAQ host for loal storing of data. Early it was su�ient for runningseveral days without entral reorder. Now apaity of loal pool shouldbe inreased upto 1 TB.Limitations that are out of sope of DAQ team� 2 GB barrierMany �lesystems had a 2 GB limitation for �le size when the DIRACstarted. The o�-line proessing adds some data bloks to data �les.In order to avoid possible problems with 2 GB barrier during o�-lineproessing, it was deided to �x size of original data �les at 300 MB.With inreased data sample, we will write 300 MB in two minutes, or120 �les for standard 4 hours run. This unlikely will be onvenient foro�-line team and also an ause degrading of performane of omputerhosting loal data pool (due to �lesystem limitations).



The best solution is to revise the o�-line programs for eliminating thisbarrier and to inrease a size of original data �les to several gigabytes,but this problem must be addressed by an o�-line people.� Central reorder and resoures for bathI do not know muh about CASTOR and bath proessing, but I sus-pet that high-apaity dediated data pool and large number of simul-taneous bath jobs might be needed for reording and o�-line proessingof data.� Quality hekQuality hek uses simpli�ed o�-line proessing for heking olleteddata. The old way for performing quality hek was \wait untill datawill go to entral reorder, then download and proess it with bathjobs on entral luster". With inreased data volume, the proess ofreording and downloading will take time omparable with time of ol-leting data (3 hours will be required even for reading daily data fromthe hard disk)If we deide to hek the whole data sample, this reason ould ause asigni�ant delay of quality hek of olleted data.One solution to save time is to perform quality hek on a dediatedomputer whih is ombined with a loal data pool. However this willrequire some e�orts from o�-line people in order to keep quality heksoftware up-to-date and to perform data proessing in time.I had asked V.Yazkov about resoures needed for suh proessing. Heexpets that on today's LXPLUS CPU (Intel 3GHZ) the full o�-lineproessing of one event will take about 4 ms, reasonably full qualityhek - 2 ms, and simpli�ed hek - about 1 ms. One an see that with4K of events and three spills it will be 48s/24s/12s per 17 s superyleif working on one CPU, so suh dediated omputer should be ratherpowerful and should ontain 2 CPUs.Some ost estimations1. DAQ hostAbsolutely required. Should ontain a motherboard with ISA-bus fordriving CAMAC, two network interfaes, at least 1GB of memory and



additional storage for loal data pool.About 4 KCHF (2 KCHF omputer + 2 KCHF for additional storage)2. Monitoring hostAbsolutely required. Standard desktop PC, about 1400 CHF.3. Quality hek hostOnly if o�-line team willing to maintain its software. About 2KCHF(loal pool storage already inluded in prie of DAQ host).Referenes[1℄ V. Olshevsky and S. Trusov, \Data aquisition software for dira experi-ment", Nul. Instrum. Meth. A469 (2001) 216.[2℄ V. Olhevskii and S. Trousov, \Proposed hanges in data aquisition forruns in 2001 - 2002", DIRAC note 2000-06[3℄ Addendum to DIRAC/PS212 (CERN) (13/04/04): CERN-SPSC-2004-009 (SPSC-P-284 Add.4)


