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Project Goals (reminder)

¢ Development of an O-O framework for the LHCb data
processing applications (simulation, reconstruction,
analysis). Completed by 2000.

¢ Periodic releases with added functionality.

¢ Release 1.0 at the end of this year. The functionality:
— Definition of input/output data. Job parameters.

— Loop over events. For for event, access M C data truth from
ZEBRA files produced by SICB.

— Provide placeholders for analysis user code.
— Output results in form of histograms and/or ntuples.
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Progress from last week

¢ Main activity: Architecture design.
¢ Visitto LAL (Orsay)
¢ Some changes on the overall architecture since last week.

¢ Studied in more detall:
— Detector description
— Visualization aspects
¢ Compiling the list of scenarios.

¢ Some progress in the description of the components. |nput
to the Architecture Design Document (ADD).
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Visit to LAL (Orsay)

¢ Confront our current architecture ideas to experts.
— Positive reassurance.
— Suggestions of presentation (scenario diagrams, semantic of lines
In graph, ...)
— Other suggestions. time-evolution relationship (from new to old).
¢ Detector description
— Transient model to many specific models (see later)

— Importance of “Identifiers’. There is the need to have references
to detector elements from event store or detector description.

< Visualization
— Graphical converters and “selectors’ (see later)
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This week Architecture

PODj

=i
—

ObjContainer

q
| Converter

Obj3 Obj2
< ~uses
PObj
<——— creates
navigability

20/10/98

V.,

W\l
A

[

Algorithm1

/

TDetElem1

Alg
Properties

u PDetElem

.
Converter [

Converter




Architecture (class diagrams)
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Architecture (use cases)

20/10/98

. AppManager A : Algorithm B : Algorithm : AlgorithmFactory : EventDataSvc
1: CreateAlgorithm ()
2: New
L 3: Initialize
0 4: CreateAlgorithm ()
5. New
6: Initialize ()

~L

7: NextEvent ()

8: DoEvent ()

9: DoEvent ()

10: Find (char*)

11: Process

:| 12: Register ()

-

-




Detector Description

¢ ATLAS approach:
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Detector Description (2)
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» Detector Elements need to
be “identified”

» Strong hierarchical structure

* VVersioning
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Visualization
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Work Breakdown
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Domain Components Whao Deeliverahles
Applhcation Manager P description, diagrams
Diata processm‘gglgc)ﬂm Interfacfe Py descﬁwﬁon. @,g;rams
Tob Options Service 1T description, diagrams
Event Selector
Event Data Service TIE description, diagrams
Transient Event Store P, Py |[description, diagrarms
Esent data Event Persistency Service ME description, diagrams
model Faw Event - diagram, model
Transient Event Iodel TR Ilonte Carle Event - diagram,
model
Detector Data Service ME description, diagratms
Dietector data  [Transient Detector Store TF description, diagrams
model Detector Persistency Service TIE descrption, diagrams
Detector Data MModel
: Histogram Service 1L
E;td:grm Transient Histogram Model 1.
Histogram Persistency Service IIE
s 1-fiswu,a]j.:r:at:i-::ln componelnts | TH, IL.
Graphical Eepresentation Service
eer Tnterface Interactie Tz nj:r Interface
Tessage Serwce
Networking Dhstributed Ohject Management
System kernel 1.
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Project tracking

| september | october | November | December [ January
ID__| Task Name 24/8 | 318 | 79 | 14/9 [ 21/9 | 28/9 | 510 [12/10 [ 19/10 [ 26/20 [ 2721 [ 911 [16/11 [23/11 [ 301 [ 7712 [14n12 2112 [ 2812 [ ann
1 User Requirements :
2 Architecture Design 3
3 SDE preparation 3
4 Review Preparation
5 Architecture Review 3
6 |Module Development
7 Module Design
8 Coding
9 Module testing
10 |System Testing i i i
11 | Documentation 3 3 3
12 |Release 1.0

¢ 1 week delay for the moment.

¢ Hopefully this translates into better design.
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