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10% are used to test its performance. The likelihood of the track of being a kaon [?] and142

the value of o
1

are used as input variables to NN2. These variables are multiplied by the143

charge of the tagging track, to exploit the charge correlation of fragmentation kaons with144

the flavour of the B

0

s

meson. The reconstructed B

0

s

momentum, its transverse momentum,145

the number of reconstructed primary vertices and the number of reconstructed tracks in146

the event that pass the B

0

s

candidate’s selection are also used as input to NN2. Di↵erent147

configurations of NN2 with up to n

max

input tagging tracks and several network structures148

are tested. In all cases, one hidden layer with n� 1 nodes is chosen, where n is the number149

of input variables. If more than n

max

tracks pass the requirement on o

1

, the n

max

tracks150

with the greatest o
1

are used. If fewer than n

max

pass, the unused input values are set to151

zero. The networks with n

max

= 2, 3 and 4 perform very similarly and show a significantly152

better separation than the configurations with n

max

= 1 or 5. The NN2 configuration with153

n

max

= 3 is chosen. The main additional tagging power of this algorithm with respect to154

the previous SSK algorithm comes from the treatment of events with two tagging tracks155

of very similar quality. The distribution of the NN2 output, o
2

, of initially produced B

0

s

156

and B

0

s

mesons is shown in Fig. ??.157

In the training configuration used [?], the NN2 output can be directly interpreted as158

the probability that a B candidate with a given value of o
2

was initially produced as a B

0

s

159

meson,160

P (B0

s

|o
2

) = o

2

=
N

B

0
s
(o

2

)

N

B

0
s
(o

2

) +N

B

0
s
(o

2

)
, (3)

where the second equality holds in the limit of infinite statistics, and N

B

0
s
(o

2

) and N

B

0
s
(o

2

)161

refer to the number of initial B0

s

and B

0

s

mesons in the training sample with a given162

o

2

value. The distribution of the NN2 output of initial B0

s

mesons has a peak at o

2

163

values slightly larger than 0.5, while that of initial B0

s

mesons has a peak at o

2

values164

slightly smaller than 0.5 (Fig. ??). In case of no CP asymmetries, and no asymmetries165

related to the di↵erent interaction probabilities of charged kaons with the detector, the166

NN2 distribution of initial B0

s

mesons is expected to be identical, within uncertainties,167

to the NN2 distribution of initial B0

s

mesons mirrored at o
2

= 0.5. This is a prerequisite168

for interpreting the NN2 output as a mistag probability. Therefore, to ensure such an169

interpretation, a new variable is defined, which has a mirrored distribution for initial B0

s

170

and B

0

s

mesons of the same kinematics,171

o

0
2

=
o

2

+ (1� ō

2

)

2
, (4)

where ō
2

stands for the NN2 output with the charged-conjugated input variables, i.e. for a172

specific candidate, ō
2

is evaluated by flipping the charge signs of the input variables of173

NN2. The tagging decision is defined such that the B candidate is assumed to be produced174

as a B

0

s

if o0
2

> 0.5 and as a B

0

s

if o0
2

< 0.5. Likewise, the mistag probability is defined as175

⌘ = 1� o

0
2

for candidates tagged as B0

s

, and as ⌘ = o

0
2

for candidates tagged as B0

s

.176
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Figure 1: (left) Distribution of the NN1 output, o
1

, of signal (blue) and background (red) tracks.
(right) Distribution of the NN2 output, o

2

, of initially produced B

0

s

(blue) and B

0

s

(red) mesons.
Both distributions are obtained with simulated events. The markers represent the distributions
obtained from the training samples; the solid histograms are the distributions obtained from the
test samples. The good agreement between the distributions of the test and training samples
shows that there is no overtraining of the classifiers.

of the transverse momenta of the track and the B0

s

candidate; the di↵erence of the azimuthal
angles and of the pseudorapidities between the track and the B

0

s

candidate; the number
of reconstructed primary vertices; the number of tracks passing the preselection; and the
transverse momentum of the B

0

s

candidate. The track impact parameter significance is
used to quantify the probability that a track originates from the same primary vertex as
the reconstructed B

0

s

candidate. In an event with a large number of tracks and primary
vertices, the probability that a given track is a signal fragmentation track is lower; hence
the use of these variables in NN1. The B

0

s

transverse momentum is correlated with the
di↵erence in pseudorapidity of the fragmentation tracks and the B

0

s

candidate.
The network NN1 features one hidden layer with nine nodes. The activation function

and the estimator type are chosen following the recommendations of Ref. [24], to guarantee
the probabilistic interpretation of the response function. The distribution of the NN1
output, o

1

, for signal and background candidates is illustrated in Fig. 1. After requiring
o

1

> 0.65, about 60% of the reconstructed B

0

s

! D

�
s

⇡

+ decays have at least one tagging
candidate in background-subtracted data. This number corresponds to the tagging
e�ciency. The network configuration and the o

1

requirement are chosen to give the largest
tagging power. For each tagged B

0

s

candidate there are on average 1.6 tagging tracks, to
be combined in NN2.

The training of NN2 is carried out with a simulated sample of approximately 80,000
reconstructed B

0

s

! D

�
s

⇡

+ decays, statistically independent of that used to train NN1. All
of the events contain at least one track passing the NN1 selection requirement. Half of
the events contain a meson whose true initial flavour is B0

s

, and the other half contain B

0

s

mesons. About 90% of the simulated events are used to train NN2, and the remaining
10% are used to test its performance. The likelihood of the track of being a kaon [14] and

4


