“Diagnose LHC Magnet Quench”  Use Case
1. Use Case Description

USE CASE ID

USE CASE NAME
Diagnose LHC Magnet Quench
ID
#2

USE CASE GROUP
LHC Magnet Quenches
PRIORITY
High

VERSION
1.1
DATE
27/10/1999

REASON FOR CHANGE
New

PREPARED BY
R.Saban, R.Schmidt,, M.Vanden Eynden with the contribution of : Ph.Gayet, Q.King, L.Tavian
VALIDATED BY
Not validated yet

RELATED DOCUMENTS


DESCRIPTION

PURPOSE
Study flow of interaction between an operator and the various LHC sub-systems (through he LHC control system) to understand the causes of  an LHC magnet quench



ASSUMPTIONS & SIMPLIFICATIONS
One LHC magnet has quenched and,  according to the position of the magnet in the LHC cell,  the quench has or hasn’t propagate to the adjacent magnets or LHC cells (up to a total of 4)

ACTORS
Operator

USES 
Not applicable

TYPICAL COURSE OF EVENTS

Use case starts when :

[1] An Operator has been informed from the Quench Detection System that a magnet quench occurred and wants to diagnose it 

[2] Quench localisation :
The Operator locates the quench problem using a dedicated graphical application showing :

· the geometric layout of the LHC octants

· the magnets 

· the beam losses around the LHC ring

with the octant and magnet(s) involved in the quench “highlighted”.  

[3] Quench Causality :

[3a]The operator asks for :

· Magnet Temperature measurements (to find potential Temperature drifts in the Cryogenics system before the quench) 

· Status of the Magnet Protection System

· Status of the Power Converters

[3b] A post-mortem system presents the following information to the operator :

· Magnet Temperature measurements with a time resolution of 15 sec [TBC if sufficient] and for a period of 48hours (information logged in the LHC Cryogenics control system)

· From MPS : to be discussed with R.Denz

· From Power Converters : 

· the status of each power converter

· the evolution of the current in each power converter before and after the quench

· the functions loaded in each power converter

Use case ends when the exact cause(s) of the quench has been understood

ADDITIONAL INFORMATION

GENERAL NOTES 
· Temperature at which a quench occurs depends on several factors, including the Energy of the beam

POWER CONVERTERS
· Preliminary ideas :

· The logging of PC data will be done at 3 levels :

· In each PC controller @ a frequency of 1 KHz and for a period of time of 1 minute (circular buffering) for internal regulation loops

· In Gateways (about ~100) which will receive status information form each controller @ a frequency of about 100 Hz

· In High level control system computers which will in turn receive status information from each gateway @ a frequency of 100 Hz. External systems or additional RT tasks (Alarms, Logging, …) could then access PC data at this high level of the control system

CRYOGENICS  
· A logging of the magnet temperatures every 15 sec is sufficient to determine the responsibility (or not) of the Cryogenics system in a magnet quench. The need for logging @ higher frequencies is not clear and will be discussed with people from HERA

· The Cryogenics control system is also storing “snapshots” of the cryogenics process every 2 minutes in an Oracle RDBMS

2. Related LHC Control System Requirements

LHC CRYOGENICS CONTROL SYSTEM
The following requirements emerge from this use case :

1. This system will provide a mechanism by which process views can be displayed in the LHC control room in order to locate a magnet quench (X-Windows or http protocol)

2. This system will, during machine operation, log the value of the temperature of each LHC magnet every 15 sec in a circular buffer of  48 hours
3. This system will accept to be re-synchronized by an external control system clock

4. This system will guarantee a synchronization of the order of 1 sec (+- 10 msec due to PLC synchronization delays)

5. This system will provide an interface allowing external systems to retrieve these temperature measurements through the TCP/IP transport protocol and using a client-server service based on industry standards (i.e. OPC in the future)

LHC TIME REFERENCE DISTRIBUTION SYSTEM
In order to perform accurate diagnostic and correlation of data logged by heterogeneous systems, there is a need for a timing synchronization system

able to distribute a unique time reference (real time, not event as in the past) to several LHC systems. The interface through which this service will be provided has to be analyzed.

LHC OPERATIONAL EVENTS DISTRIBUTION SYSTEM
Most LHC systems will log their status information in so called “circular buffers” with a limited time window. There is a need, under several operational conditions, to ask these systems to “freeze” their logging process in order not to loose important data related to a quench situation and to transmit this data up in the control system for post mortem diagnostics.

Typical operational events that could be distributed for freezing logging processes are :

· Beam aborts

· Power aborts

LHC POST MORTEM ANALYSIS SYSTEM
There is a need for a Post-mortem analysis system with the following characteristics :

· graphical display with time zooming facility

· communication with the LHC Cryogenics control system through a TCP/IP based client-server model

· communication with the Power Converter logging task running probably @ the highest level of the control system

· communication with the MPS system

