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ABSTRACT: The energy resolution of a highly granular 1 m3 analogue scintillator-steel hadronic
calorimeter is studied using charged pions with energies from 10 GeV to 80 GeV at the CERN
SPS. The energy resolution for single hadrons is determined to be approximately 58%/

√
E/GeV.

This resolution is improved to approximately 45%/
√

E/GeV with software compensation tech-
niques. These techniques take advantage of the event-by-event information about the substructure
of hadronic showers which is provided by the imaging capabilities of the calorimeter. The en-
ergy reconstruction is improved either with corrections based on the local energy density or by
applying a single correction factor to the event energy sum derived from a global measure of the
shower energy density. The application of the compensation algorithms to GEANT4 simulations
yield resolution improvements comparable to those observed for real data.

KEYWORDS: hadronic calorimetry; imaging calorimetry; software compensation.

mailto:fsimon@mpp.mpg.de


Contents

1. Introduction 1

2. Energy reconstruction in the AHCAL 2
2.1 Test beam setup 2
2.2 Event selection 3
2.3 Energy reconstruction and intrinsic energy resolution 5

3. Software compensation: motivation and techniques 7
3.1 Local software compensation 9
3.2 Global software compensation 11

4. Results 13
4.1 Application of software compensation to test beam data 13
4.2 Comparison to Monte Carlo simulations 15

5. Conclusion 18

1. Introduction1

The physics goals of future high-energy lepton colliders such as the ILC [1] or CLIC [2] put2

stringent requirements on the detector systems. For example, the efficient event-by-event sep-3

aration of heavy bosons in hadronic final states requires a jet energy resolution of better than4

4% [1]. This is achievable with Particle Flow Algorithms (PFA) combined with highly granular5

calorimeters [3, 4, 5]. The CALICE collaboration has constructed and extensively studied highly6

granular electromagnetic and hadronic calorimeter prototypes to evaluate detector technologies for7

future linear collider experiments. These calorimeters have been successfully operated in various8

test beam experiments in different configurations at DESY, CERN and Fermilab from 2006 until9

2012. The unprecedented granularity of the CALICE calorimeter prototypes allows the structure of10

hadronic showers to be studied with high spatial resolution, in order to validate different simulation11
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Figure 1. Top view of the CALICE test beam apparatus in the CERN SPS H6 beam line including calorime-
ters, trigger components (scintillator triggers SC1, SC2, and SC3; large area muon trigger counters Mc1,
which was used only during calibration runs, and Mc2; and the beam halo veto), and the tracking drift cham-
bers DC1, DC2, and DC3. The beam enters from the left. Dimensions are in millimeters. Figure is not to
scale. Position are given at detector center.

models (for one example of such studies see [6]) and to test particle flow algorithms, as demon-12

strated in [7]. The high granularity also offers the possibility for advanced energy reconstruction13

methods, the subject of this paper.14

We present a study of the hadronic energy resolution of the CALICE analogue scintillator-15

steel hadronic calorimeter (AHCAL) [8] using data taken at the CERN SPS in 2007 with positive16

and negative pion beams in the energy range from 10 to 80 GeV. Two software compensation17

techniques, which weight energy depositions based on information about the local energy den-18

sity within the shower obtained from the highly granular readout, are discussed in detail. Both19

techniques achieve an improvement of the hadronic energy resolution by approximately 20% for20

single hadrons in the energy range from 10 to 80 GeV, with a reduction of the stochastic term from21

∼ 58%/
√

E/GeV to ∼ 45%/
√

E/GeV.22

In Section 2 we briefly describe the test beam setup, discuss the event selection and describe the23

energy reconstruction, calibration and the determination of the energy resolution in the AHCAL.24

The software compensation techniques are presented in Section 3, and Section 4 summarizes the25

results obtained from data which are compared to simulation.26

2. Energy reconstruction in the AHCAL27

2.1 Test beam setup28

The complete CALICE setup in the H6 beam line at the CERN SPS for the 2007 beam pe-29

riod, illustrated in Figure 1, consisted of a silicon-tungsten electromagnetic sampling calorimeter30

(ECAL) [9], the AHCAL, and a scintillator-steel tail catcher and muon tracker (TCMT) [10]. The31

test beam setup was also equipped with various trigger and beam monitoring devices.32

The ECAL has a total depth of 24 radiation lengths (approximately 1 nuclear interaction length33

λI) and consists of 30 active silicon layers arranged in three longitudinal sections with different ab-34

sorber thicknesses. In this study, the ECAL was used for event selection and early shower detection.35

Since the present study focuses on the AHCAL, events with a primary inelastic interaction in the36

ECAL were rejected, as discussed below.37
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The AHCAL consists of small 5 mm thick plastic scintillator tiles with individual readout by38

silicon photomultipliers (SiPMs). The tiles are assembled in 38 layers with lateral dimensions of39

900×900 mm2, separated by 21 mm of steel. The absorber material in each layer is made up40

by 17 mm thick absorber plates and two 2 mm thick cover plates of the cassettes that house the41

scintillator cells. The size of the scintillator tiles ranges from 30×30 mm2 in the central region and42

60×60 mm2 in the outer region to 120×120 mm2 along the perimeter of each layer. In the last43

eight layers only 60×60 mm2 and 120×120 mm2 tiles are used. In total, the CALICE AHCAL44

has 7608 scintillator cells and a thickness of 5.3 λI (4.3 λπ ).45

The TCMT consists of 16 readout layers assembled from 5 mm thick, 50 mm wide and 100046

mm long scintillator strips read out by SiPMs. The scintillator is sandwiched between steel absorber47

plates. The TCMT has two sections with different sampling fractions, one fine section with 21 mm48

thick absorbers for the first 9 layers, and a coarse section with 104 mm thick absorbers. 2 mm of49

the absorber thickness in each layer is provided by the cover sheets of the scintillator strip cassettes.50

In this study the information from the TCMT is used for muon separation and to measure energy51

leaking out of the back of the AHCAL, which is of particular importance at higher energies. The52

total depth of CALICE calorimeter setup amounts to approximately 12 λI , with a total of 17 64853

readout channels.54

In addition to the calorimeters themselves, the setup includes auxiliary detectors for triggering,55

tracking and particle identification as shown in Figure 1. The scintillation counters Sc1, Sc2 and56

Sc3 provide the beam trigger, where a coincidence between at least two out of the three is required.57

In addition, Sc2 has an analogue readout to tag multi-particle events. The large area veto counter is58

used to reject beam halo events and a large area scintillator counter Mc2 downstream of the TCMT59

to provide muon tagging for particles penetrating the full calorimeter setup. For dedicated muon60

runs, an additional large area scintillation counter, Mc1, is installed upstream of the calorimeters.61

Three drift chambers DC1, DC2 and DC3 determine the position of the incoming beam particles.62

Particle identification is provided by a threshold C̆erenkov counter upstream of the calorimeters,63

used to discriminate between electrons and pions or between pions and protons in negatively or64

positively charged beams, respectively.65

2.2 Event selection66

The response of the individual calorimeter cells are calibrated with muons, using the visible signal67

of a minimum-ionizing particle (MIP) as the cell-to-cell calibration scale. After this cell-to-cell68

calibration, the most probable energy loss of a MIP is used as the base unit of the energy measure-69

ment. To reject noise, only cells with a visible energy above a threshold of 0.5 MIP are used in the70

analysis, referred to as hits in the following.71

The data samples for the present analysis are selected from π− and π+ data in the energy72

range of 10 to 80 GeV and 30 to 80 GeV respectively, as summarised in Table 1. To maximise73

statistics, data from several run periods taken at different temperatures are combined for most74

energies, with corrections for the temperature dependence of the photon sensor applied during event75

reconstruction. The goal of the event selection procedure is the purification of the pion samples76

by rejecting admixtures of muons as well as electrons or protons. To identify muons, information77

from the ECAL, AHCAL and TCMT is used, requiring low deposited energy consistent with a78

minimum-ionizing particle in all three detectors. Optimal separation of muons and hadrons is79
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particle type beam energy [GeV] all pions selected pions

π− 10 440208 84706
π− 15 127554 24997
π− 18 52880 10492
π− 20 342798 67093
π− 25 201243 39631
π− 35 272987 54126
π− 40 472345 93301
π− 45 325092 63547
π− 50 304023 59076
π− 60 647090 121588
π− 80 741440 139248
π+ 30 155210 30884
π+ 40 307177 60595
π+ 50 159414 30843
π+ 60 449273 86947
π+ 80 272441 52442

Table 1. Summary of the data samples. The total number of pions is the number of events classified as
pions, after rejection of empty, noisy and double particle events, and the application of muon rejection and
particle identification cuts. The number of selected pions are the events with an identified shower start in
the first five layers of the AHCAL, which are used in the present analysis. For most energies, several run
periods at different temperatures are combined to maximise statistics.

achieved by using beam energy-dependent dependent constraints on the energy sum in the TCMT80

versus the combined energy sum of the ECAL and AHCAL. For beam energies of 30 GeV and81

35 GeV a muon contamination at the level of 30% and 15%, is observed, respectively, while for all82

other energies the muon content does not exceed 7%. After the event selection, the muon content83

is below 0.5% at all energies, estimated using the muon identification efficiency of 98% at 1084

GeV and 99.5% GeV at 30 GeV and above, which is determined from muon data and simulations.85

Protons and kaons are removed from the π+ samples by requiring a positive pion identification in86

the C̆erenkov counter. Electrons are removed from the π− sample both by the C̆erenkov counter87

and by selecting events with no inelastic interaction in the ECAL, as discussed below.88

Since the goal of the present analysis is the study of the performance of the AHCAL, pion89

showers that develop predominantly in the AHCAL are selected. This is achieved by requiring90

that the position of the primary inelastic interaction is located in the first five layers of the hadron91

calorimeter. This excludes events with sizable energy deposit in the ECAL while keeping energy92

leakage into the TCMT to a minimum. The location of the primary inelastic interaction is de-93

termined by detecting the change from a minimum-ionizing particle track to multiple secondary94

particles, evidenced by an increased energy deposition and number of hits over several consecutive95

layers [7]. Simulation studies indicate that the difference between the reconstructed and the true96

primary interaction layer does not exceed one layer for 78% of all events and does not exceed two97

layers for more than 90% of all events in the energy range from 10 to 80 GeV.98
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2.3 Energy reconstruction and intrinsic energy resolution99

To obtain the deposited energy in the sub-detectors, a conversion from the visible signal in MIP100

units to the total energy in units of GeV is necessary. Since only hadrons with a shower start in the101

AHCAL are considered, the relevant conversion factor for the ECAL is determined using simulated102

muons to obtain the correlation between the visible energy and true ionization energy loss in the103

detector. This factor is validated with the measured response to muons obtained from a sample of104

muon data. The sampling fraction for minimum-ionizing particles is approximately 25% higher105

than that for electromagnetic showers, resulting in a lower conversion factor than that for electrons106

presented in [11]. The total energy deposited in the AHCAL is obtained at the electromagnetic107

scale, using calibration factors determined for electron and positron data [12]. Since the AHCAL108

is a non-compensating calorimeter, the response to hadrons differs from that to electrons, requiring109

an additional scaling factor. It was determined by comparing the reconstructed energy for pions110

using the electromagnetic calibration factors with the known beam energy. In the present study, the111

energy dependence of this factor is ignored by taking a constant e
π

= 1.19, corresponding to the112

average over the energy range studied. Since the first nine TCMT layers are essentially identical to113

the AHCAL layers in terms of absorber and active material, the same electromagnetic calibration114

factors and an identical e
π

ratio are assumed. For the last seven TCMT layers, the calibration factors115

are adjusted according to the increased absorber thickness.116

For each event, the uncorrected reconstructed energy for hadrons, Eunc, is given by the sum of
reconstructed energies in the three calorimeters,

Eunc = E track
ECAL +

e
π
· (EHCAL + ETCMT) , (2.1)

where E track
ECAL is the measured energy in the ECAL deposited by the particle track, and EHCAL and117

ETCMT are the energies measured in the AHCAL and in the TCMT, both given at the electromag-118

netic scale. The energy in each subdetector is given by the sum of all hits above a noise threshold119

of 0.5 MIP.120

The resulting reconstructed energy distributions are fitted with a Gaussian in the interval of121

±2 standard deviations around the mean value, providing good fits with a χ2/NDF < 2 for all122

energies. The differences compared to a fit over the full range are on the few per mille level for123

the extracted mean and on the one percent level for standard deviation and depend on the beam124

energy. Fitting over the full range reduces the fit quality for some energies in particular for the125

uncorrected data, leading to the choice of of ±2 standard deviations for best consistency between126

the different data points. In the following, the mean and standard deviation of this Gaussian fit at a127

given beam energy are referred to as the mean reconstructed energy Ereco and the resolution σreco,128

respectively. Systematic uncertainties on the energy measurement in the AHCAL are discussed129

in detail in [12]. For the reconstruction of hadrons, the main source of systematic uncertainties130

is the uncertainty of the MIP to GeV conversion factor that is extracted from the electromagnetic131

calibration of the detector. The size of the uncertainty was studied thoroughly for the present132

data set, and is determined to be 0.9% by varying the calibration constants within the allowed133

limits. Other effects which contribute to the uncertainties for electromagnetic showers, such as the134

saturation behaviour of the photon sensor, are found to be negligible for hadrons even at the highest135

energies studied here.136

– 5 –



reconstructed energy [GeV]
2 4 6 8 10 12 14 16 18

en
tr

ie
s 

/ 0
.5

 G
eV

0

1000

2000

3000

4000

5000

6000

(a)

CALICE
  10 GeV-π

Uncorrected

Local SC

Global SC

reconstructed energy [GeV]
60 65 70 75 80 85 90 95 100

en
tr

ie
s 

/ 1
 G

eV

0

1000

2000

3000

4000

5000

6000

7000

(b)

CALICE
  80 GeV-π

Uncorrected

Local SC

Global SC

Figure 2. Reconstructed energy distributions for 10 GeV π− (a) and 80 GeV π− (b) without compensation
(black circles) and after local software compensation (LC), shown by the blue triangles, and after global
software compensation (GC), shown by the red squares. The curves show Gaussian fits to the distributions
in the range of ±2 standard deviations. Errors are statistical only.

Figure 2 shows the distribution of reconstructed energies for 10 GeV and 80 GeV pions, with137

the uncorrected reconstructed energy shown by black data points. At all energies, the distributions138

of the reconstructed energies follow a Gaussian distribution well, with typically more than 95%139

of all events in the fit range of ±2 standard deviations. The software compensation methods also140

included in the figure are described in Sections 3.1 (local software compensation) and 3.2 (global141

software compensation).142

Figure 3 shows the mean reconstructed energy versus beam energy, with the black points giv-143

ing the uncorrected reconstructed energy. The measured responses to positive and negative pions144

agree well within the systematic uncertainties, which are shown by the green band. Relative resid-145

uals to the beam energy are shown in the lower panel of Figure 3. The linearity of the calorimeter146

response to hadrons is within ±2% in the studied energy range.147

The fractional energy resolution, σreco/Ereco, is shown in Figure 4. Again, the uncorrected
relative resolution is indicated by black points. The measured resolution for π− is in very good
agreement with that obtained for π+, with the differences smaller than the size of the markes for
all energies where both π− and π+ results exist. The black solid curve shows the result of a fit to
these points with the following function:

σreco

Ereco
=

a√
Ebeam

⊕b⊕ c
Ebeam

, (2.2)

where Ebeam is the beam energy in GeV, and a, b and c are the stochastic, constant and noise con-148

tributions, respectively. The noise term is fixed to c = 0.18 GeV, corresponding to the measured149

noise contribution in the full CALICE setup taking into account contributions from the ECAL150

(0.004 GeV), the AHCAL (0.06 GeV) and the TCMT (0.17 GeV). These values are obtained151

from the standard deviation of the noise levels measured in dedicated runs without beam parti-152

cles as well as in random trigger events constantly recorded during data taking. From the fit, the153
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Figure 3. (a) Mean reconstructed energy for pions and (b) relative residuals to beam energy versus beam
energy without compensation (black circles) and after local software compensation (LC), shown by the blue
triangles, and after global software compensation (GC), shown by the red squares. Filled and open markers
indicate π− and π+, respectively. Dotted lines correspond to Ereco = Ebeam. Systematic uncertainties are
indicated by the green band, which corresponds to the uncertainties for the uncorrected π− data sample.

stochastic term of the uncorrected hadron energy resolution of the AHCAL is determined to be154

(57.6±0.4)%/
√

E/GeV and the constant term to be (1.6±0.3)%.155

3. Software compensation: motivation and techniques156

In ideal sampling calorimeters the energy measured for electromagnetic showers is directly propor-157

tional to the incoming particle energy. In the absence of instrumental effects such as non-linearities158

or saturation of the readout, the energy of a particle can thus be obtained by multiplying the visible159

signal by a single energy-independent factor accounting for the non-measured energy depositions160

in the passive absorber material.161

The calorimeter response to hadron-induced showers is more complicated [13], since these162

showers have contributions from two different components: an electromagnetic component, origi-163
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with constant terms of (1.6± 0.3)%, (1.6± 0.2)% and (1.8± 0.3)% for the uncorrected resolution, global
software compensation and local software compensation, respectively.

nating primarily from the production of π0s and ηs and their subsequent decay into photon pairs;164

and a purely hadronic component. The latter includes “invisible” components from the energy165

loss due to the break-up of absorber nuclei, from low-energy particles absorbed in passive material166

and from undetected neutrons, depending on the active material. This typically leads to a reduced167

response of the calorimeter to energy in the hadronic component, and thus overall to a smaller168

calorimeter response to hadrons compared to electromagnetic particles of the same energy. Since169

the production of π0s and ηs are statistical processes, the relative size of the two shower compo-170

nents fluctuates from shower to shower, which, combined with the differences in visible signal for171

electromagnetic and purely hadronic energy deposits, leads to a deterioration of the energy resolu-172

tion. In addition, the average fraction of energy in the electromagnetic component depends on the173

number of subsequent inelastic hadronic interactions and thus on the initial particle energy. The174

electromagnetic fraction of hadronic showers increases with increasing particle energy [14], often175

resulting in a non-linear response for non-compensating calorimeters.176

There are two fundamentally different approaches to improve the energy resolution of a ha-177

dronic sampling calorimeter. One approach is to eliminate the issue of different response to elec-178

tromagnetic and hadronic components by design, through the construction of so-called compensat-179

ing calorimeters. This can be achieved by specific choices of absorber and active material which180
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enhance the sensitivity to neutrons, and thus to the hadronic component of the shower, and by ap-181

propriately chosen sampling fractions. However, these conditions impose very strict requirements182

on the materials used and on the overall geometry of the whole detector system. One promi-183

nent example of a compensating calorimeter is the uranium-scintillator calorimeter of the ZEUS184

experiment [15, 16], which reached a stochastic resolution term of 34.5%/
√

E/GeV for single185

pions [17].186

On the other hand, for intrinsically non-compensating calorimeters, compensation can be187

achieved by so-called “off-line weighting” or “software compensation” techniques. These tech-188

niques assign different weights to electromagnetic and hadronic energy deposits on an event-by-189

event basis. The different spatial structure of the electromagnetic and hadronic components of par-190

ticle showers can be used to characterize the origin of energy deposits. Since the radiation length191

is much shorter than the nuclear interaction length in heavy absorbers used in hadronic calorime-192

ters, electromagnetic sub-showers are more compact than purely hadronic sub-showers, generally193

resulting in a higher energy density of the electromagnetic component. The application of soft-194

ware compensation techniques relies on longitudinal and lateral segmentation of the calorimeters,195

to provide the necessary information for a measurement of the energy density of particle showers.196

One of the first applications of such techniques was in the WA1/CDHS scintillator steel calorime-197

ter, where an improvement of the hadronic resolution between 10% and 30% was achieved in the198

energy range of 10 GeV to 140 GeV [18]. These techniques were further refined and applied in var-199

ious experiments, such as the H1 liquid argon calorimeter [19] and the ATLAS calorimeter system200

[20].201

With its unprecedented high granularity, the CALICE AHCAL is well suited for such tech-202

niques. In the present paper, two techniques based on an event-by-event analysis of the hit en-203

ergy distributions are discussed. The local software compensation (LC) procedure is based on a204

re-weighting of each individual hit depending on the local energy density. The global software205

compensation (GC) procedure uses the distribution of hit energies to derive one global factor for206

the correction of the reconstructed energy of the complete hadronic shower. The parameters used207

for both techniques are determined from test beam data, as discussed in detail below. The available208

data set is split into two samples of equal event count, a training data set and the data set used to209

study the energy reconstruction. This ensures a statistical independence of the data used to deter-210

mine the parameters for the software compensation algorithms and the data used to evaluate the211

performance of the techniques.212

3.1 Local software compensation213

The local software compensation technique improves the energy reconstruction for hadrons by
applying weights to the energy recorded in every cell of the AHCAL within a hadronic shower.
The weights are chosen based on the local energy density, which is taken as a measure of the
likelihood a given cell belongs to an electromagnetic or a hadronic sub-shower. In the present
study, the energy content of a cell, divided by its volume, is taken as the relevant local energy
density. Electromagnetic sub-showers typically have a higher energy density than purely hadronic
ones, and, due to the non-compensating nature of the AHCAL, result in a larger detector signal
per unit of deposited energy. Thus, cells with a higher energy content are assigned a lower weight
in the global energy sum than cells with a low energy content to correct for this difference. The
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Figure 5. (a) Distribution of the cell energy density in the AHCAL for 20 GeV pion showers. The different
energy density bins used in the analysis are indicated by color shades. (b) Optimal weights as a function of
energy density for different beam energies, determined without constraints of a specific functional form in
the first iteration of the minimization.

reconstructed energy of each event corrected with local software compensation, ELC, is thus given
by introducing weights for each AHCAL hit in Equation 2.1, resulting in

ELC = E track
ECAL +

e
π
·

(
∑

i
(EHCAL,i ·ωi)+ETCMT

)
(3.1)

where ωi is the energy density dependent weight applied to the cell energy EHCAL,i.214

To make the technique robust against fluctuations, the single cell energy density distribution215

is subdivided into bins in energy density, as illustrated in Figure 5 (a). For each bin, a separate216

weight is determined which is applied to all hits that fall into that particular bin. The number217

of sub-divisions in energy density is chosen as a compromise between the requirements for fine218

subdivisions to maximize the sensitivity of the algorithm to differences in shower structure on one219

hand, and the stability of the determination of the weights and of the algorithm on the other hand.220

While a fine binning improves the sensitivity to the shower structure, a robust determination of the221

weights requires sufficient statistics in each bin, and changes of the weights from bin to bin.222

Since the overall energy density of hadronic showers changes with energy, the weights ω

depend both on the cell energy density ρ and on the particle energy. The weights, as a function
of energy density and particle energy, are determined from the training data set extending over the
full energy range studied here. The optimal weights are found by minimizing a simplified χ2 given
by the function χ2 = ∑i(ELC,i−Ebeam)2, where ELC,i is the reconstructed energy of a given event
using software compensation, and the sum runs over all events used for the weight determination.
In this minimization, the bin by bin weights are used as free parameters. Figure 5 (b) shows the
optimal weights determined with this procedure for four different energies. The weights at a given
beam energy can be parametrized by

ω = p0 + p1 · exp(p2 ·ρ), (3.2)
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Figure 6. Correlation of the factor Cglobal and the reconstructed energy in the AHCAL, EHCAL, for showers
induced by π+ at 30 GeV.

where ρ is the energy density corresponding to the centre of the energy density bins introduced223

above, and p0, p1 and p2 are parameters of the weight function. These parameters depend on the224

beam energy, with their energy dependence following exponential functions in particle energy for225

p0 and p1, and a logarithmic function in particle energy for p2. A robust determination of the226

weights is achieved by an iterative minimization procedure, where the free parameters p0, p1 and227

p2 are consecutively fixed to the function determined in the previous minimization stage.228

For the application of this technique to data, no a priori knowledge of the particle energy is229

required, as the uncorrected reconstructed particle energy is used instead of Ebeam to select the230

correct weight parametrization. Since the energy dependence of the weight parameters is not very231

steep, this does not introduce a noticeable bias for the reconstructed energy. A second iteration232

does not lead to significant further improvement and is thus not performed in the reconstruction.233

3.2 Global software compensation234

The global software compensation technique improves the energy resolution for hadrons by apply-235

ing a single weight to the reconstructed shower energy. This weight is derived from the distribution236

of hit energies in the hadronic shower, providing sensitivity to the overall energy density, and thus to237

the fraction of hits in electromagnetic sub-showers. Since electromagnetic sub-showers are charac-238

terized by a high local energy density, a hadronic shower with a large electromagnetic content will239

have a larger fraction of high-energy hits than a shower with predominantly hadronic contributions.240

The determination of the event weight is based on a phenomenological approach using the241

fraction of calorimeter hits below a certain energy threshold, which serves as a measure for the242

importance of low-density energy deposits, and thus of predominantly hadronic origin, in a given243
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event. Based on this, with an additional consideration of the overall hit energy distribution given by244

the number of hits below the mean energy value of the hit energy, the factor Cglobal is constructed,245

which is used to correct the reconstructed energy. This factor, calculated for each event, is given246

by the ratio of the number of shower hits with a measured visible signal below a given threshold247

elim and the number of shower hits with a measured visible signal below the mean value of the hit248

energy spectrum for that particular event. Figure 6 illustrates the sensitivity of the factor Cglobal to249

the reconstructed energy, for a value of elim = 5 MIP applied to π+ events at 30 GeV. The clear250

anti-correlation between the reconstructed energy and Cglobal provides the basis for an improved251

energy reconstruction using this factor. The anti-correlation is due to the fact that events with a252

high electromagnetic content tend to have a larger number of high-energy hits above elim and thus253

a lower Cglobal, while those events have a higher reconstructed energy.254

The value of elim was optimized to provide good performance of the algorithm over the full255

energy range, with the linearity of the detector response taken as a key factor. While higher values256

for elim provide stricter separation of electromagnetic and non-electromagnetic events, if the value257

is set too high this results in asymmetric distributions of Cglobal at lower energy, leading to reduced258

performance. These asymmetries originate from the reduced number of high-energy hits at low259

particle energies. For example, a large fraction of 10 GeV pion showers have essentially no hits260

above 7 MIP. Too low values, on the other hand, result in a non-linear response due to the reduced261

sensitivity to the electromagnetic component at higher particle energies. Best performance was262

obtained for a value of elim = 5 MIP. For the energy range studied, the mean hit energy is between263

2.7 to 4.7 MIP. Figure 7 shows the distributions of Cglobal for different energies, demonstrating its264

energy dependence, originating from the change of the overall hit energy spectrum with changing265

particle energy. When applying Cglobal in the energy reconstruction, this dependence has to be266

corrected for, as discussed below.267

The reconstructed energy with global software compensation is obtained in two steps. First, a
corrected shower energy is calculated by multiplying the reconstructed energy in the AHCAL and
in the TCMT with the factor Cglobal, giving Eshower = Cglobal (EHCAL +ETCMT). From this corrected
shower energy, the final reconstructed energy with global software compensation for a given event,
EGC, is then obtained from

EGC = E track
ECAL +Eshower ·Pglobal(Eshower), (3.3)

where Pglobal(Eshower) is a function which accounts for the energy dependence of the compensa-268

tion parameters, visible in Figure 7 by the shift of the mean of Cglobal with energy. This func-269

tion depends on the corrected shower energy Eshower and is given by a second-order polynomial,270

Pglobal(Eshower) = a0 +a1 ·Eshower +a2 ·E2
shower. The parameters for this function are obtained from271

a fit of the dependence of the corrected shower energy Eshower on the true deposited energy given by272

the beam energy corrected for the energy deposited in the ECAL, and are extracted from a training273

data set extending over the full energy range considered here.274

The application of the global software compensation technique does not require knowledge275

of the beam energy, since the energy reconstructed in the HCAL and TCMT is used also in the276

determination of the correction of the energy dependence of the compensation parameters.277
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4. Results278

To evaluate their performance, both software compensation techniques are applied to test beam279

data and to simulated data. The parameters for the algorithms are determined using test beam data280

following the training procedures outlined above.281

4.1 Application of software compensation to test beam data282

When applying the software compensation techniques to test beam data, the energy dependent283

compensation factors are determined event-by-event using the uncorrected reconstructed energy.284

Figure 2 shows the distribution of reconstructed energies for the uncorrected reconstruction com-285

pared with both studied software compensation techniques. The results are shown for pions with286

energies of 10 GeV and 80 GeV. In both cases, the software compensation algorithms improve287

the energy resolution, evidenced by a narrowing of the distributions, while preserving or even im-288

proving the Gaussian form of the distributions. The algorithms also bring the mean value of the289

reconstructed energy closer to the beam energy, resulting in small shifts of the maxima visible in290

Figure 2. The mean reconstructed energy with local and global compensation techniques, com-291

pared to the uncorrected response without compensation, is shown in Figure 3 for all energies292

studied. For both techniques, all points fall within ±1.5% of linearity.293

The relative energy resolution before and after compensation is shown in Figure 4. Good294

agreement between the π− and π+ samples is observed. The energy dependence of the relative295

resolution is well described by Equation 2.2 with a fixed noise term c = 0.18 GeV as discussed296

in Section 2.3. The fit results are summarized in Table 2. The application of software compensa-297

tion results in a decrease of the stochastic term while the constant term remains unchanged. Both298
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compensation techniques show very similar performance, with the local software compensation299

providing a slightly smaller stochastic term, and slightly better performance at intermediate ener-300

gies. This larger improvement of the resolution, in particular for the 30 GeV point, leads to the301

increased χ2 of the fit in the case of the local software compensation, as apparent from Figure 4.302

Table 2. Stochastic, constant and noise term contributions to the resolution of the CALICE AHCAL deter-
mined with a fit of Equation (2.2).

Resolution a, % b, % c, GeV χ2/NDF
Uncorrected 57.6±0.4 1.6±0.3 0.18 3.6

Local compensation 44.3±0.3 1.8±0.2 0.18 8.0
Global compensation 45.8±0.3 1.6±0.2 0.18 2.6

Figure 8 shows the relative improvement of the energy resolution achieved with the software303

compensation techniques, defined as the ratio of the resolution after software compensation σSC304

(local or global) and the uncorrected resolution σunc. The improvement ranges from ∼12% to305

∼25% in the energy range studied for both techniques, with approximately 3% better relative im-306

provement observed for the local technique in the energy range from 25 GeV to 60 GeV. The307

reduced performance at high energy is partially due to increased leakage into the TCMT. Energy308

deposits in the TCMT are not weighted in the local software compensation since their energy den-309

sity is not well defined. In the global software compensation, the weight is applied also to TCMT310
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for data (black circles), QGSP_BERT (red squares) and FTF_BIC (blue triangles). Filled and open markers
indicate π− and π+, respectively. Dotted lines correspond to Ereco = Ebeam, while the green band shows
systematic uncertainties for the uncorrected π− data sample.

energy deposits, but those are not considered in the determination of the weighting factor due to311

the different readout geometry which leads to increased uncertainties in the weight determination.312

4.2 Comparison to Monte Carlo simulations313

The stability of both software compensation techniques, as well as the realism of simulation mod-314

els, is tested using Monte Carlo simulations. For this purpose, the software compensation algo-315

rithms with coefficients derived from data are applied to Monte Carlo samples generated with a de-316

tailed detector model in GEANT4.9.4 [21] using two physics lists: QGSP_BERT and FTF_BIC [22].317

The QGSP_BERT physics list was chosen because it is the most widely used model in high energy318

physics experiments at present. The FTF_BIC physics list, in turn, has provided good results in a319

previous CALICE analysis [6] and is completely independent from QGSP_BERT.320

Details on the simulation procedure for the AHCAL can be found in [12]. For the chosen321
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(6.1±0.1)% for data, QGSP_BERT and FTF_BIC, respectively.

physics lists, samples of π+ and π− events were simulated at the same energies as the data points,322

using beam profiles, detector temperatures and voltage settings from the data runs. The calibration323

of the simulation was performed at the MIP level by converting the simulated energy deposits in the324

scintillator into MIPs using the most probable energy loss of muons determined in simulations. The325

simulated data sets were passed through the same event selection and reconstruction procedures as326

real data, using the conversion factors from the MIP scale to reconstructed energy determined for327

data as discussed in Section 2.3.328

The uncorrected reconstructed energy as a function of beam energy is shown for data and both329

physics lists in Figure 9 (a). The relative deviation from the beam energy, shown in Figure 9 (b),330

indicates that simulations with both physics lists behave different from data. Both models show331

an overestimation of the reconstructed energy at high particle energies. In addition, QGSP_BERT332

exhibits fluctuations in the transition region between different models in the region between 10 GeV333

and 20 GeV. In general, the reconstructed energy for simulations is less linear than for data.334

Figure 10 shows the energy resolution without software compensation, comparing data and335

simulations. Again, the behaviour of simulations is different from that of the data, with both models336

underestimating the resolution at low energy, and with FTF_BIC overestimating the resolution337

above 30 GeV. This difference leads to a reduced stochastic resolution term with a significantly338

increased constant term.339

The effect of the application of the software compensation algorithms with parameters ex-340

tracted from data on the reconstructed energy in simulations is shown in Figure 11. For both tech-341

niques, the under-estimation of the detector response at low energy, in particular by the QGSP_BERT342

physics list, remains present. At intermediate energies from 20 GeV up to 50 GeV, the applica-343
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Figure 11. Detector response to pions with software compensation comparing data and simulations. For
both data and simulations compensation parameters derived from data are used. (a) Response with local
software compensation and (b) corresponding relative residuals to beam energy. (c) Response with global
software compensation and (d) corresponding relative residuals to beam energy.

tion of software compensation results in an improved response linearity and in a better agreement344

between data and simulations for both physics lists considered. At higher energy, a significant345

overestimation of the reconstructed energy by simulations is seen with local software compensa-346

tion, while the global software compensation technique successfully corrects the non-linearity of347

the simulations in that energy regime. This difference in behavior is partially due to uncertainties348

in the treatment of saturation effects in simulations, and potentially also receives contribution from349

imperfect descriptions of the shower structure by the shower models themselves. In the simula-350

tions, the number of cells with very high energy content is overestimated and exhibits a longer tail351

than in data. This affects the correction factor of the global software compensation by construction,352

resulting in a on average lower shower weight for simulations compared to data at the same energy,353

bringing data and simulations into better agreement. The local software compensation technique354

applies constant weights for very high-energy hits, as can be seen in Figure 5. It is thus less sen-355

sitive to these differences between data and simulations and preserves the discrepancy in visible356

energy for high beam energies.357

Figure 12 shows the energy resolution for simulations compared to that for data for both soft-358

ware compensation techniques. The local software compensation largely preserves the differences359

between data and simulations for the physics list QGSP_BERT, but results in a better agreement360

of FTF_BIC with data, in agreement with the behavior observed for the reconstructed energy. The361

global software compensation brings the overall trend of the resolution with energy for data and362
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Figure 12. Relative energy resolution for pions with local (a) and global (b) software compensation com-
paring data and simulations. For both data and simulations compensation parameters derived from data
are used. The curves show fits using Equation 2.2. The fit results for the local software compensation are
(44.3±0.3)%, (42.3±0.2)% and (40.4±0.3)% for the stochastic term, with constant terms of (1.8±0.2)%,
(2.5±0.1)% and (3.4±0.1)% for data, QGSP_BERT and FTF_BIC, respectively. For the global software
compensation, the results are (45.8±0.3)%, (43.6±0.2)% and (43.4±0.3)% for the stochastic term, with
constant terms of (1.6± 0.2)%, (0.0± 0.2)% and (1.1± 0.2)% for data, QGSP_BERT and FTF_BIC, re-
spectively.

simulations into good agreement, with better resolution seen for simulations with both physics lists363

than for data.364

The relative improvement in resolution compared to the uncorrected energy resolution is365

shown in Figure 13 for data and simulations. For the local software compensation, the improve-366

ment with respect to energy observed in data is well reproduced by the QGSP_BERT physics list.367

For FTF_BIC, a considerably bigger improvement is seen for the simulations at high energy than368

is seen in data. This higher improvement at high energies results in the better agreement of the369

energy resolution in data and in simulations discussed above. For the global compensation ap-370

proach, the behaviour up to 30 GeV is well modelled, while an up to 20% higher improvement,371

compared to that for data, is seen in simulations at the highest energies considered. The reason for372

this different behavior of local and global software compensation is the same which also leads to373

the different high-energy behavior of the reconstructed energy discussed above, namely a differ-374

ence in the distribution of very high-energy hits. This results in a difference in potential resolution375

improvements for data and simulations depending on the sensitivity of the chosen technique to this376

type of calorimeter hits.377

5. Conclusion378

The hadronic energy resolution of the CALICE analogue hadron calorimeter is studied using test379

beam data collected in 2007 at the CERN SPS. The calorimeter, with an instrumented volume of380

approximately 1 m3 and a depth of 5.3 λI , is highly segmented in both longitudinal and lateral381
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Figure 13. Energy dependence of the relative improvement of the resolution for data and simulations using
the physics lists QGSP_BERT and FTF_BIC, (a) with local software compensation and (b) with global
software compensation. Where available, results for π− and π+ are averaged for clarity.

direction, with a total of 7608 electronic channels. The intrinsic energy resolution of the CALICE382

AHCAL for hadrons is measured to be 58%/
√

E/GeV, with a constant term of 1.6%.383

The unprecedented granularity of the CALICE AHCAL provides excellent possibilities for the384

application of software compensation algorithms to improve the energy resolution of the calorime-385

ter based on event-by-event information on the energy density structure of the showers. Two tech-386

niques have been presented here, together with results on test beam and on simulated data samples.387

The local software compensation technique uses local energy density information for a cell-by-388

cell re-weighting of energy deposits, while the global software compensation technique uses the389

distribution of cell energies to derive one overall weighting factor for each shower. Both tech-390

niques show similar performance, with a relative improvement of the energy resolution ranging391

from 12% to 25% over the studied energy range from 10 GeV to 80 GeV, resulting in a reduction392

of the stochastic term to 45%/
√

E/GeV. In GEANT4 simulations with the QGSP_BERT and the393

FTF_BIC physics lists, the detector response is considerably more non-linear than in data. The394

physics list QGSP_BERT provides a satisfactory description of the energy resolution. The appli-395

cation of software compensation using parameters determined from data brings the resolution into396

better agreement with data. Here, the improvement of the energy resolution using the local soft-397

ware compensation technique observed for the QGSP_BERT physics lists is comparable to that398

observed for data, while larger differences are observed for FTF_BIC and for the global software399

compensation technique.400

Neither of the described techniques requires an a priori knowledge of the particle energy.401
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The energy dependent compensation factors are selected based on the uncorrected reconstructed402

energy. Although this energy dependence places some restrictions on the implementation of both403

techniques in a collider environment with a high particle density in hadronic jets, their application404

in the context of particle flow algorithms should be possible based on identified calorimeter clusters.405
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