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Introduction

The VOBOX is a Grid service provided in summer 2005 for the 4 LHC experiment. Within this service, experiments count on a dedicated service where to run their own specific services and where to access directly the local software area (the access to this service is therefore ensures to software manager members only). Based in a proxy renewal mechanism included in each VOBOX, experiments can ensure the continuous performance of their services using refreshed user proxies. 

The deployment of VOBOXES at T0, T1 and T2 sites follows the computing model of each LHC experiment and is negotiated between the experiments and sites directly. 

In December 2007 an upgrade of the VOBOX service allowed the proxy renewal mechanism based in VOMS. This upgrade has been crucial for the testing of other gLite components (i.e., the gLite3.1 WMS and the FTS2.0) for those experiments, which are using the UI service included into the VOBOX package. 

This report is based on the responses of the experiments to the following questions:
1. Where, according to the experiment’s computing model, are VOBOXes required?
2. What are the specific experiment services running in each VOBOX?
3. Who is responsible for the maintenance of the VOBOX?
4. What are the basic operational procedures to be followed in case of problems. Actions to take and who will take those actions

5. Important links for further information

ALICE VOBOXES
1. ALICE requires the deployment of standard VOBOXes at all T0, T1 and T2 sites. The service is considered the entry door to the WLCG sites and besides the usage of VOBOXES as the local placement to run the specific experiment services, it is also used as UI (for agent submission purposes and data management including FTS transfers)

2. The experiment is running the following specific services: software installation in the local software area reachable through the VOBOX (PackMan), the computing agent (CA), the storage adaptor (SA), the monitoring system (MonAlisa), the file transfer system (FTD) and an additional monitoring system checking the behavior of the specific Alice services within the VOBOX (Cluster Monitor). ALICE could consider the co-location of this node with other VOs if the agents/services of the different VOs do not interfere with each other. The ALICE VOBOX cannot be shared among different sites since ALICE accesses the shared software area from the VOBOX and this is not typically available over WAN. Moreover ALICE collects aggregated output of several services running at each site. 
3. Most of the ALICE sites count with an experiment contact person, which is the responsible of the follow up of the experiment services and the VOBOX maintenance. This person is also responsible of the ALICE software upgrade onto the VOBOX. If the site does not provide ALICE with a local contact, then the experiment services are centrally maintained from CERN, while the VOBOX service and the node are responsibility of the site manager. 

4. In case of problems with the node or the service, the local Alice responsible will take care of the machine. In default the site manager will take this responsibility. In terms of specific Alice services issues the local Alice contact person will be engaged of the operation, which in default will be performed by the core team at CERN. A failure in a local VOBOX will mean the full stop of the production through that site, including FTS transfers from and to that site in the case the issue affects T1 sites. 

a. In the case of a total loss of the VOBOX, a reinstallation of a vanilla VOBOX for ALICE is acceptable, followed by a restore of the local VOBOX home area. 
b. In the case of a VOBOX maintenance or upgrade of the service or the OS, the ALICE responsible has to be contacted before performing any operation and the ALICE task force list should be informed: alice-lcg-task-force@cern.ch. Any operation has to be agreed previously with the experiment through that list. 

c. ALICE has included a complete test suite into the SAM environment for its VOBOXES and expects site managers and ALICE contact persons at each site to consider the results published by SAM (and refreshed each 2h) as a good measurement of the behavior of their VOBOXES. Actions in case of errors published by SAM are expected from the VOBOX responsible following the messages provided by each test.   
5. https:// twiki.cern.ch/twiki/pub/LCG/VoBoxesInfo/VO-Box-security-policy_v05.doc
ATLAS VOBOXES

1. ATLAS is currently running all the data management services (for which VOBOXES had been requested in the past) from VOBOXES at CERN. The only exception is BNL, which runs those in a node at BNL. Those services run at CERN because they do not require any "intrusive" access to site services and in addition it is simpler to handle them if they are at CERN (installation/upgrade/operations). ATLAS did not drop the request for VOBOXES at T1s but still it has to be discussed if in the future the data management services will stay central at CERN or will be distributed in VOBOXES at T1s like it was before. 
2. The experiment runs the specific ATLAS DDM system on the nodes at CERN/BNL. Every VOBOX is responsible for transfers within and into its cloud. The system basically looks up transfer requests submitted to the central task-queue and then submits glite-transfer requests. In principle the ATLAS VOBOXES can be co-located on the same physical hardware as another VOs, although there may be conflicts in Apache and DB installations. Also the VOBOX can be shared among different sites. 
3. The nodes on the sites are under the control of the site managers. The nodes at CERN are maintained by FIO, the services are maintained by the Service Manager but they are configured normally by the site responsible together with the ATLAS T1 coordinator.

4. The operations depend on the nature of the problem. Nodes on the sites are maintained entirely by the site manager. For the nodes at CERN, they will be taken care of by the Atlas ADC shifts with backup from an "expert on call" (from ATLAS) and if necessary the system administrators at CERN. Details are being worked out by the coordinator for the shift system.  

a. All ATLAS services running onto each VOBOX are centrally monitored and do not require any further monitoring procedure at the site.

b. In case
of a complete loss of the VOBOX, the reinstallation of a vanilla VOBOX with no VO additions is acceptable

c. A failure in the ATLAS VOBOX will affect the data transfers to the site ceasing any new dataset arriving at the affected site. Data transfers from the site may be affected, depending on when the machine has crashed. In case of temporary failures (few minutes), no significant impact on the data transfers is likely to occur. 

5. https://twiki.cern.ch/twiki/pub/Atlas/DDMVOBoxRequirements/VO-Box-Operations-ATLAS.pdf

CMS VOBOXES

1. All T1 sites are hosting CMS VOBOXES and also many T2 sites. However the VOBOX deployment is not a CMS requirement, but a decision of the CMS responsible at each site. In total there are approximately 40 CMS sites providing such service. 
2. If the CMS responsible decides the setup of a VOBOX for CMS at a certain site, then the VOBOX will be used to install and execute PhEDEx. In the case that PhEDEx is deployed within a VOBOX, its proxy renewal mechanism will then be used to run the PhEDEx service. Some other CMS services, like Frontier/squid server (Condition&Calibrations data) are also hosted on VOBOXES machines at some sites. Either on the same machine with Phedex, or on different ones.In terms of the VOBOX setup, CMS allows the co-location of this service in the same physical hardware with other VOs for short periods of time. For long periods this shared setup will be difficult to maintain, due to the high load associated to certain processes, e.g. the use of SRM client tools. It is also foreseen the deployment of one VOBOX per site and this node must not be shared across multiple sites due to the connections to the local mass storage system required by PhEDEx. 

3. The installation and the maintenance of the PhEDEx service onto the VOBOX is the task of the CMS responsible. The maintenance of the VOBOX itself (both the hardware and the service) is responsibility of the site manager.  
4. The CMS responsible should react in case of problems with the PhEDEx service. In the case of issues with the VOBOX itself, the recovery is a site manager responsibility. In this case, the CMS responsible will restore the PhEDEx service as soon as the site administrator restores the VOBOX. The failure of a VOBOX will cause the site to cease the data transfers to and from that site. The FTS transfers will be completed but the results will not be collected. 
a. In the case of VOBOX maintenance, upgrade of the service or the OS, the CMS responsible has to be contacted before performing any operation to agree on dates and scope. If the service interruption is part of a general site intervention, then an EGEE broadcast mentioning the VOBOX is sufficient.
b. If the VOBOX has suffered of a complete loss, the CMS responsible will download and install the production version of PhEDEx from the experiment repository and will check out the site configuration files for CVS. Then the services will be restarted. This procedure will take about 15min by experience VO maintainers.  
5. https://twiki.cern.ch/twiki/bin/view/CMS/CmsComputingVoBoxOperations
LHCb VOBOXES

1. LHCb has required VOBOXES at all T1 sites: RAL(UK), PIC(Spain), IN2P3(France), GridKa(Germany), NIKHEF(Netherlands), CNAF(Italy), CERN(Switzerland). Following the computing model of the experiment VOBOXES have to be provided at those sites performing the data analysis, these are T1 centers including CERN and few big T2 sites providing Mass Storage Systems. 
2. From the experiment point of view, all VOBOXES are running the specific LHCb Software: DIRAC deployed everywhere.  The main purpose of the VOBOX is the distribution of the critical LHCb services to allow the management of their high load and high level of availability. Also the performance of asynchronous operations for the jobs running on the associated computing resources in case of failures to accomplish there operations right in the job but also in order to free the resource (worker node) early to increase the efficiency of its usage. In addition DIRAC3 monitoring system that (will) also contains precious information about the status various services running on every vobox. LHCb discourages the co-location of its VOBOXES with other VOs due to the unpredictable influence of other VOs services. The specific LHCb services are listening on fixed ports, which could create conflicts with other VO services. The LHCb VOBOXES can be shared among different sites. This procedure is observed onto their computing model in terms of a global T1 VOBOX serving all LCG centers in a load-balancing way. 

3. The node and the VOBOX service are responsibility of the site manager, while the LHCb software is maintained by the LHCb developers. 

4. Any observed issue is relative to the node itself or its operating system, then the site manager or the LHCb members can trigger the alarm asking for specific actions to solve the issue.  In terms of the LHCb software, this is monitored by LHCb on a daily basis both on the machine logs and transfer logs on the DIRAC monitoring. In the case of a VOBOX failure the jobs running on the LCG will have less redundancy for the operations performed onto the VOBOX. In some cases some operations will then fail in a fatal way if a large number of VOBOXES are unreachable. 

a. In the case of a total loss of the VOBOX, the LHCb VOBOX service state is contained in the Request Database. In this information is also lost, this will result in a failure to accomplish some data transfer and registration procedures will be difficult to recover. In this case a new instance will be created without the need to recover the lost information. If the failure is more serious affecting for example the disk of the VOBOX, then the VO services will be reinstalled with no backup required. 

b. The experiment requires a general VOBOX monitoring by the site including the available VO dedicated disk space, the memory usage and the system load of the VOBOX. If this site is not providing such information, then the experiment will run its own services to monitor the hardware and publish it through the corresponding LHCb service to the VO authorized users. 
5. https://twiki.cern.ch/twiki/bin/viewfile/LHCb/LHCbTaskForce?rev=1;filename=LHCb_VO-box_mod_23102006.pdf



