Version 1: Gavin McCance, 9 March 2006

SC4 FTS setup plan

This document describes what channels a site should setup in order to fulfill all the experiment transfer use-cases for SC4. It is relevant to FTS release 1.4.1.
Summary

Which site is responsible for which transfers? The responsibilities of sites are summarized below:

1. Tier-0: CERN is responsible for tier-0 to tier-1 export and tier-1 to tier-0 import.

2. Tier-1: A tier-1 site is responsible for all intra-T1 transfers for which it is the destination. It is responsible for all transfers between itself and its associated tier-2 sites (in both directions). It is responsible for all transfers from non-associated tier-2s when it is the destination. It is responsible for all transfers from transfers from anywhere (tier-1 or tier-2) for which one of its associated tier-2 sites is the destination.

3. Tier-2: Tier-2 sites are not responsible for any transfers (i.e. they do not install the FTS server).

The recommendation of which channels to setup in order to fulfill this responsibility is summarised below:

Tier-0: The recommendation is that CERN run two channels for every tier-1 site, one pulling from the tier-1 site and one pushing out to the tier-1 site. CERN will then have 2 channels for every tier-1 site in LCG.
Tier-1 site: The recommendation is to define one channel for each other tier-1 site, to serve transfers FROM that site to you. Tier-1 sites should not define channels to push data to other tier-1 sites. The various tier-1/tier-2 use-cases can be met by additionally defining catch-all channels. A single catch-all channel pulling into the tier-1 site:
star – ME  (where ME is the name of your site)

and one catch-all channel for every tier-2 site that is associated to your tier-1, pulling data into that tier-2 site. For example:
star – SCOTGRID

star – LANCASTER

{etc, for all associated tier-2 sites}.
A site will therefore have one channel per tier-1 pulling from that tier-1, plus one catch-all channel pulling data into itself (from non-tier-1 sites), plus one catch-all channel per associated  tier-2 pulling data into that tier-2 site from elsewhere.
The following is a more detailed description of the above configuration.

Detailed description

This document describes what channels a site should setup in order to fulfill all the experiment transfer use-cases for SC4. It is relevant to FTS release 1.4.1.

A distinction is drawn between which transfers that a site is responsible for servicing and how it chooses to manage that responsibility.
To maximize the simplicity and robustness of the overall service, the transfers for which a site is responsible is agreed by WLCG, using a fairly simple rule, based on the tiered site structure. For a given transfer between two LCG sites, only one site should be responsible. By “responsible” is meant that users who would like the given transfer to be serviced should send it to your site FTS, and your site FTS will guarantee to service that transfer.
Given the responsibilities of a site, it is free how it chooses to manage those responsibilities (modulo technical restrictions of the FTS middleware). This document makes a strong recommendation to define certain channels, but the final choice should be up to the site in question.

Responsibilities

The various transfer responsibilities are defined below:

· The tier-0 to tier-1 data export is the responsibility of CERN.
· The tier-1 to tier-0 data import is the responsibility of CERN.
· The tier-1 to tier-1 matrix of channels should be a complete matrix. A tier-1 site is responsible for inter-T1 transfers for which it is the destination.
· The tier-1 to associated tier-2 data transfer is the responsibility of the tier-1 site.
· The associated tier-2 to tier-1 data transfer is the responsibility of the tier-1 site.

· Non-associated tier-1 / tier-2 transfers are handled according the rule: the destination is always responsible. If the destination is a tier-1, then it is responsible. If the destination is a tier-2, then the tier-1 site associated to that tier-2 is responsible.
Looking the other way, what is a given site responsible for:

4. Tier-0: CERN is responsible for tier-0 to tier-1 export and tier-1 to tier-0 import.

5. Tier-1: A tier-1 site is responsible for all intra-T1 transfers for which it is the destination. It is responsible for all transfers between itself and its associated tier-2 sites (in both directions). It is responsible for all transfers from non-associated tier-2s when it is the destination. It is responsible for all transfers from transfers from anywhere (tier-1 or tier-2) for which one of its associated tier-2 sites is the destination.

6. Tier-2: Tier-2 sites are not responsible for any transfers (i.e. they do not install the FTS server).
Channel recommendations
The following sections describe the recommended channel configuration for sites, and give some examples. They are based upon the available channel definitions in FTS version 1.4.1.

Future versions of the FTS will support more flexible grouping on channels, so these recommendations will likely change over time.
Tier-0 channels
The recommendation is that CERN run two channels for every tier-1 site, one pulling from the tier-1 site and one pushing out to the tier-1 site. Each transfer stream can then be controlled separately. The administrators at the T1 site should have channel management privileges on the two channels that involve their site.
CERN will then have 2 channels for every tier-1 site in LCG.

Tier-1 channels: supporting intra tier-1 transfers
The recommendation is that a tier-1 site runs one channel for every other tier-1 site, pulling from that site. For example, the RAL tier-1 will define a channel for:

INFN-RAL

BNL-RAL

PIC-RAL

ASGC-RAL

{etc}

Channels pushing data to other tier-1 sites should NOT be defined (since this is the responsibility of the other site).

Tier-1 channels: supporting tier-1 / tier-2 transfers
For a tier-1 site (ME), the recommendation is to define channels:

star - ME: this is to service all traffic coming to you from your associated T2 sites. Unfortunately, it will pick up more (the star will match any site), but until the new version of FTS with grouping is released little can be done about it.

For every one of your tier-2 sites, define a channel:

star - T2site: this will service all transfers going to that tier-2: transfers coming from ME and transfers coming from other T2 sites.
For example, the RAL T1 will define channels:

star – RAL

star – ScotGRID

star – Lancaster

star – Manchester

{etc}

Tier-1 channels: summary

A tier-1 site will therefore have, at a minimum:

· one channel per tier-1 pulling from that tier-1, 

· plus one catch-all channel pulling data into itself (from non-tier-1 sites),

· plus one catch-all channel per associated  tier-2 pulling data into that tier-2 site from elsewhere.

Optionally, a tier-1 may wish to define specific channels separately from the “catch-all” channels, for example:

ME – oneOfMyTier2Site
oneOfMyTier2Site – ME
if they are present, these channels will be matched preferentially over the “star” catch-all channels. Going back to the example of the RAL tier-1, it is possible to define channels to manage specific tier-1 to tier-2 links separately from the rest, for example:
ScotGrid – RAL

Lancaster – RAL

RAL – Lancaster.

